
1



2



30-years ago: IBB-60: My DOE project
to study vacuum structure using our DHW ap-
proach is not funded while work on quark-gluon
plasma is. Grinding my teeth I moved away from
vacuum-foundations to vacuum-applications.
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I found the November 8, 1991 lecture which was part of the attempted funding request to
continue developing DHW vacuum structure, current comments in yellow background

From QED to Vlasov Equation
RELATIVISTIC QUANTUM TRANSPORT THEORY

A better title: DYNAMICS OF THE QED VACUUM IN EXTERNAL FIELDS

Phys. Rev. D44, 1825 (1991 - Sept. 15), and t.b.p. COLLABORATORS:

• Iwo Bialynicki-Birula and P. Gornicki, WARSAW
• E. David Davis and Ghi-Ryang Shin, Arizona

Our initial work: IBB, Pawel Gornicki, JR PRD44 1825(1991) Phase-space structure of the Dirac
vacuum was followed by: Ghi Ryang Shin, IBB, JR PRA 46, 645 (1992) Wigner function of
relativistic spin-1/2 particles; IBB, E.D. Davis, JR; PLB 311 (1993) 329 Evolution modes of the vacuum
Wigner function in strong field QED; Iwo returned to this topic: IBB,  Lukasz Rudnicki PRD 83,
065020 (2011) Time evolution of the QED vacuum in a uniform electric field: Complete analytic solution
by spinorial decomposition; followed by a short review (Wigner111 meeting in Budapest 2013):
EPJ-W.Conf.78, 01001 (2014) Relativistic Wigner functions; continued in an unexpected manner:
IBB, Zofia Bialynicki-Birula, PRA104, 022203 (2021) Time crystals made of electron-positron pairs
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OBJECTIVE:
Relativistic Wigner Transform
WE SEEK TO DESCRIBE:

FLOW OF MATTER AND CONVERSION OF KINETIC
ENERGY TO PARTICLE PAIRS IN A COMPLETE AND
FUNDAMENTAL APPROACH

W(~r, ~p, t) =?
∫
d3s e−i~p·~s/h̄ψ(~r + ~s/2, t)ψ∗(~r − ~s/2, t)→

−1
2

∫
d3s e−i

~p·~s
h̄ 〈Φ|e

−i e
h̄

∫ 1/2

−1/2
dλ~s · ~A(~r + λ~s, t)

[Ψα(~r + ~s/2, t),Ψ†β(~r − ~s/2, t)]|Φ〉

NOTE: Symmetric {ψ, ψ†} ‘used up’ in quantization

The novel element is the appearance of gauge invariance securing phase
inspired by work of Ken Johnson in 60’s
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4× 4 = 16 WIGNER FUNCTION COMPONENTS:

W(~r, ~p, t) = 1
4 [f0 +

3∑
i=1

ρifi + ~σ · ~g0 +
3∑
i=1

ρi~σ · ~gi]

f0, f1, f2, f3, ~g0, ~g1, ~g2, ~g3

ψ†(1, ρ1, ρ2, ρ3, σk, ρ1σk, ρ2σk, εijkρ3σk)ψ
ψ̄(γ0, iγ0γ5, γ5, 1, −iγ5γ

k, γk, −iγ0γk, i γij)ψ

• ψ̄γµψ → (f0, ~g1); ψ̄ψ → f3

• ψ̄γ5γ
µψ → (f1, ~g0); ψ̄γ5ψ → f2

• ~g2, ~g3 - electric & magnetic moment density

30y and counting: Our approach remains unique characterization of phase
space allowing for spin and particles/antiparticles: one → 16 dynamic
phase space distribution components
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WE KEEP MATTER FIELD FLUCTUATIONS
‘STRONG E-M FIELD APPROXIMATION’

Wαβ(~r, ~p, t) = −1
2

∫
d3se−i~p·~s/h̄e−i

e
h̄

∫ 1/2

−1/2
dλ~s· ~A(~r+λ~s,t)〈Φ|[Ψα(~r+, t),Ψ

†
β(~r−, t)]|Φ〉

relation to FEYNMAN PROPAGATOR: IF |0in〉 = |0out〉 = |Φ〉 →
Wαβ(~r, ~p, t) = i

2

∫
d3s exp(−i~p · ~s/h̄)GFαβ(~r + ~s/2, t, ~r − ~s/2, t)γ0 with

−iGF(~r, t;~r ′, t′) = 〈0out| exp(i
e

h̄

∫ ~r ′,t′
~r,t

dξµAµ(ξ))T (ψ(~r, t) ψ̄(~r ′, t′)|0in〉

WIGNER FUNCTION satisfies (~α = ρ1~σ, β = ρ3):

ih̄DtW = −ih̄c~D · 1
2
{~α,W}+ c[~α · ~P + βmc,W]

My contribution to this Eq. was a vehement rejection of 1+1d version
‘nobody will care about’. Iwo took this to his heart and derived 1+3 d
overnight; Classical Wigner function limit needs ‘i’ and ‘h̄’ always visible
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Dt = ∂t + e
∫ 1/2

−1/2
dλ~E(~r + ih̄λ~∂p, t) · ~∂p

~D = ~∇+ e
∫ 1/2

−1/2
dλ ~B(~r + ih̄λ~∂p, t)× ~∂p

~P = ~p− ieh̄
∫ 1/2

−1/2
dλ λ ~B(~r + ih̄λ~∂p, t)× ~∂p

THE CLASSICAL LIMIT h̄→ 0

Dt = ∂t + e ~E(~r, t) · ~∂p −
eh̄2

12
(~∇ · ~∂p)2 ~E(~r, t) · ~∂p + . . .

~D = ~∇+ e ~B(~r, t)× ~∂p −
eh̄2

12
(~∇ · ~∂p)2 ~B(~r, t)× ~∂p + . . .

~P = ~p +
eh̄2

12
(~∇ · ~∂p) ~B(~r, t)× ~∂p + . . .

ALL OPERATORS ARE REAL VALUED
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COMPONENTS of W SATISFY:
Dtf0 + c~D · ~g1 = 0

Dtf1 + c~D · ~g0 = −2
mc2

h̄
f2

Dtf2 + 2
c

h̄
~P · ~g3 = 2

mc2

h̄
f1

Dtf3 − 2
c

h̄
~P · ~g2 = 0

Dt~g0 + ~Df1 − 2
c

h̄
~P× ~g1 = 0

Dt~g1 + c~Df0 − 2
c

h̄
~P× ~g0 = −2

mc2

h̄
~g2

Dt~g2 + c~D× ~g3 + 2
c

h̄
~Pf3 = 2

mc2

h̄
~g1

Dt~g3 − ~D× ~g2 − 2
c

h̄
~Pf2 = 0

f0 ↔ ρ, ~g1 ↔ ~j, f3 ↔ s, f1 ↔ ρP , ~g0 ↔ ~jP , f2 ↔ sP , ~g3 ↔ ~µ, ~g2 ↔ ~µE
REAL VALUED PHASE SPACE DISTRIBUTIONS
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MAXWELL: ∂t ~B = −~∇× ~E
~∇ · ~B = 0

∂t ~D = ~∇× ~H −~j
~∇ · ~D = ρ

ρ(~r, t) = e
∫
dp f0(~r, ~p, t) + ρext(~r, t)

~j(~r, t) = e
∫
dp~g1(~r, ~p, t) +~jext(~r, t)

dp = d3p
(2πh̄)3 , ~D = ε0 ~E , ~H = µ−1

0
~B

However: ~D = ε0 ~E + ~P , ~H = µ−10
~B − ~M : We did not INCLUDE induced polarization ~P and

magnetization ~M except when we dealt (see below) with renormalization; in lowest order in
linear response for constant fields:

~P = e

∫
dp~g2(~r, ~p, t) ~g2 =

em~E

E3
p

~M = e

∫
dp~g3(~r, ~p, t) ~g3 = −em

~B

E3
p

which terms are to be ‘subtracted’.
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SIMPLE SOLUTIONS & SOME GENERAL PHYSICAL PROPERTIES

• FREE VACUUM: all space derivatives and fields ~E, ~B vanish

0 = [~α · ~p+ βm,W0]→W0 = −~α · ~p+ βm

2Ep
Ep =

√
m2 + ~p 2; normalization 1/2Ep from definition of W

f 0
3 = −2m

Ep
; ~g 0

1 =
~p

m
f 0

3

The dynamical equations for homogenous vacuum state imply: ~pf3 = m~g1, ~p × ~g1 = 0
→ solution seen above also following directly from taking W ∝ ~α · p + βm. HOWEVER
what about other functions: no dynamical constraint for f0 so we can CHOOSE vacuum
state to have zero charge (usual choice). We further see f2 = 0, so pseudoscalar density
must be zero. HOWEVER: 1) ~p · ~g3 = mcf1, nothing forces pseudovector charge density
f1 to vanish if it is accompanied by spontaneous g3 (magnetization). 2) We have ~p × ~g0 =
mc~g2, ~p · ~g2 = 0 which implies that IF there is in vacuum spontaneous symmetry breaking
pseudovector current ~g0, the electric polarizability g2 will not vanish. CONCLUSION: we
chose a vacuum with scalar density and vector current, omitting two other combinations
which are permissible but involve spontaneous parity breaking, a feature which should be
explored.
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• CLASSICAL LIMIT h̄ = 0: VLASOV Eq.
ANSATZ: Pseudo-scalar&vector, elec&magn polarization = 0; remain:

1. Dtf0 + c~D · ~g1 = 0

2. Dt~g2 + c~D× ~g3 + 2 ch̄
~Pf3 = 2mc

2

h̄ ~g1

3. use the classical relation: f3 = m/Epf0: f0 ≡ f ; f3 → m
Ep
f ;

4. Dtf + ~D · ~p(f/Ep) = 0 with h̄ = 0

THIS IS THE REL. VLASOV EQUATION OF PLASMA THEORY:

∂tf + ~v · ~∇f + e( ~E + ~v × ~B) · ~∂pf = 0,

with relativistic ~v = ~p/Ep . FACET:
Vlasov is the next level approximation after free field case.
DESCRIBES ONLY FLOW OF MATTER (‘acoustical’ mode)
NO PARTICLE PRODUCTION.
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• AXIAL ANOMALY

Iwo, why did we never publish this? A popular chiral effect driven by external fields

chiral (4-vector) current jµ5 = ψγµγ5ψ → −(f1, ~g0)
chiral density j5 = ψγ5ψ (γ5 = γ0γ1γ2γ3)→ f2

−∂tf1− ~∇ · ~g0− 2mf2 = e
∫ 1/2

−1/2
dλ ~E(~rλ, t) · ~∂p f1

+ e
∫ 1/2

−1/2
dλ

(
~B(~rλ, t)× ~∂p

)
· ~g0

LHS should naively vanish, phase space equivalent of ∂µj5
µ − 2mj5 →

anomaly in QED. BUT: take lowest order f
(1)
1 , ~g

(1)
0 :

−∂tf1 − ~∇ · ~g0 − 2mf2 = − 3

E5
p

m2e2 ~E · ~B + ...

f0 ↔ ρ, ~g1 ↔ ~j, f1 ↔ ρP , ~g0 ↔ ~jP , f2 ↔ sP ; All parity breaking functions
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• CONSERVATION LAWS:(dΓ = dr dp = (2πh̄)−3 d3r d3p)

Total charge ∂tQ = 0 Q = e
∫
dΓf0(~r, ~p, t)

total energy ∂tE = 0 momentum ∂t ~P = 0

E =
∫
dΓ[~p · ~g1 +mf3] + 1

2

∫
dr [ ~E · ~D + ~B · ~H]

~P =
∫
dΓ ~pf0 +

∫
dr [ ~D × ~B]

angular momentum ∂t ~M = 0 boost generator ∂t ~N = 0
~M =

∫
dΓ[~r × ~pf0 + h̄

2~g0] +
∫
dr~r × [ ~D × ~B]

~N =
∫
dΓ~r [~p · ~g1 +mf3] + 1

2

∫
dr~r [ ~E · ~D + ~B · ~H]− t ~P

ALSO CONSERVED: ∂t
∫
dΓ(

∑
f 2
i +

∑
g2
i ) = 0

The rôle of the last conservation law not understood. Polarization entering the ~D field
and magnetization in ~H field were not looked at.
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• HOMOGENEOUS MAGNETIC FIELD:

(f1, f3, ~g1, ~g3) = − 2√
π

∫ ∞
−∞
dκ exp

(
−κ2m2

‖ − tanh(κ2B)p2
⊥/B

)
×(

p‖ tanh(κ2B), m, ~p− ~p⊥ tanh2(κ2B), m tanh(κ2B) ~B/|B|
)

where: B = |e ~B|, m‖ =
√
m2 + p 2

‖ ; for small fields: (f1, f3, ~g1, ~g3) ≈

−
e~p · ~B

E3
p

,
2m

Ep
+

5m(eB)2p2
⊥

4E7
p

,
2~p

Ep
+

5~p (eB)2p2
⊥

4E7
p

− 3~p⊥(eB)2

2E5
p

,
m e ~B

E3
p



We did not look ‘beyond’ at this most interesting solution! Vacuum in ultrastrong beyond
‘critical’ magnetic fields present in magnetars
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• ELECTRIC FIELD - PAIR PRODUCTION
In contrast to Vlasov flow we seek particle generation. Set ~B = 0:

ih̄DtW = −ih̄~∇{~α,W}+ [~α · ~p+ βm,W]

CONSTANT ELECTRIC FIELD
W(~r, ~p, t)→WE(~p, t) , Dt = ∂ + e ~E · ~∂p →

ih̄(∂t + e ~E · ~∂p)WE = [ρ1~σ · ~p+ ρ3m,W
E] hence

WE =
1

4
[ρ3f3 + ~σ · ~g0 + ρ1~σ · ~g1 + ρ2~σ · ~g2]

f0 = 0 no charge density, f1 = 0 no pseudo charge density,
f2 = 0 no pseudoscalar density, ~g3 = 0 no mag. mom. density.

With ~E 6= 0 vacuum structure REQUIRES beyond vacuum f3 (scalar) and ~g1 (flow 3vec-
tor) furthermore the ~g0 (pseudo3vector) and ~g2 (electric polarizability). As noted earlier
dynamical equation is ~p ·~g3 = mcf1, nothing forces pseudovector charge density f1 to vanish
if it is accompanied by (spontaneous) g3 (magnetization).
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Consider the 10-dimensional vector: W10 = (f3, ~g0, ~g1, ~g2)
T

(∂t + e ~E · ~∂p)W10 +M(~p)W10 = 0,

M(~p) =


0 0 0 −2~p
0 0 −2× ~p 0
0 −2× ~p 0 2m
2~p 0 −2m 0


solve numerically: classical evolution d~p(t)

dt = e ~E(t)

Initial condition: ~p(~p0|t = 0) = ~p0 → ~p(~p0|t) = ~p0 + e
∫
dt ~E(t)

We obtained Euler-Heisenberg-Schwinger pair production with some help from Feynman.
This was much more elegantly addressed by: IBB,  Lukasz Rudnicki, PRD 83, 065020
(2011) Time evolution of the QED vacuum in a uniform electric field: Complete analytic solution by
spinorial decomposition I stop therefore after this one pertinent slide from 1991 lecture
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• RENORMALIZATION: Components of the DHW function do not fall-
off sufficiently fast for large momenta → charge renormalization:

We need large-p ‘perturbative’ subtraction terms to assure that all phase space integrals
yield finite spatial densities.

PERTURBATIVE SOLUTION

f0 = − e

2E3
p

~∇ · ~E − (~p · ~∇)(~p · ~E)

E2
p

 , f1 = − e

E3
p

~p · ~B, f2 = 0,

f3 = −2m

Ep
+
em

2E5
p

~p · (~∇× ~B), ~g0 =
e

E3
p

~p× ~E,

~g1 = − 2~p

Ep
− e

2E3
p

4

3
~∇× ~B − (~p · ~∇)(~p× ~B)

E2
p

− ~p ~p · (~∇× ~B)

E2
p

 ,
~g2 =

em~E

E3
p

, ~g3 = −em
~B

E3
p

.
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We obtained above all 16 phase space functions with leading terms in the field, naively
only f0 and ~g1 contribute induced charge density and 3-current. Terms in 1/E3

p ‘OK’=
logarithmically divergent, more singular terms ‘rescued’ by angular integrals, or are part
of ‘free’ vacuum.

Polarization charge, current: ρpol,~jpol:

ρpol = e
∫
dp f0(~r, ~p, t) ' −

e2

4π2

∫ Λ

0
dp

p2

E3
p

1− p2

3E2
p

 ~∇ · ~E

~jpol = e
∫
dp~g1(~r, ~p, t) ' −

e2

4π2

∫ Λ

0
dp

p2

E3
p

4

3
− 2p2

3E2
p

 ~∇× ~B

Logarithmic divergence: We needed momentum cut-off Λ;

~∇ · ~E
ε0 +

e2

24π2
ln(Λ/m)

 = ρext,

~∇× ~B

µ−1
0 +

e2

24π2
ln(Λ/m)

 = ~jext.
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The terms dependent on Λ absorbed by redefining the permittivity ε0 and
the permeability of the vacuum µ0:

εv = ε0 (1 +
α

6π
ln(Λ/m)),

µv = µ0 (1 +
α

6π
ln(Λ/m))−1.

αphys =
e2

4πh̄cεv
cphys = c0

Recall mention of polarization functions ~g2 and ~g3 which directly renormalize ε0 and µ−10 ,
no detour via charge and current - so this situation needs more thought, also since there
are other logarithmically divergent vacuum structure functions. This suggests a thorough
2nd look is needed to understand the meaning of all vacuum perturbative terms.
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Instead: We write this week the overdue DHW BR-Paper-3
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